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Abstract The average local ionization energy I rð Þ is the
energy necessary to remove an electron from the point r in
the space of a system. Its lowest values reveal the locations
of the least tightly-held electrons, and thus the favored sites
for reaction with electrophiles or radicals. In this paper, we
review the definition of I rð Þ and some of its key properties.
Apart from its relevance to reactive behavior, I rð Þ has an
important role in several fundamental areas, including atomic
shell structure, electronegativity and local polarizability and
hardness. All of these aspects of I rð Þ are discussed.
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The concept of a local ionization energy

Chemical reactivity is local. It varies from one site in a
molecule to another. In seeking to understand and predict
reactive behavior, it is therefore important to be able to
identify and rank the sites with the least strongly held, most
available electrons as well as those where the electrons are
tightly bound. This requires focusing not upon particular
electronic orbitals, which are usually delocalized to some

extent, but rather upon specific points in the space of the
molecule, even though electrons from several different
orbitals may have a significant probability of being at each
such point. It is for these reasons that the concept of an
average local ionization energy, I rð Þ, was introduced [1].

I rð Þ is defined in terms of the ionization energies of the
electrons in individual molecular orbitals, and so we will
begin with a discussion of these. First we want to mention,
however, that the significance of I rð Þ is not limited to
molecular reactivity. It has been found to be linked to local
kinetic energy density, atomic shell structure, electronega-
tivity, the electrostatic potential, and local polarizability and
hardness. These fundamental aspects of I rð Þ, as well as its
applications in relation to chemical reactivity, will be
examined in this paper. For earlier reviews, see Politzer
and Murray [2, 3].

Electronic ionization energies

Within the Hartree-Fock framework, the ionization energy
Ii of an electron in an orbital φi in an atom or molecule X
can readily be determined simply by inserting the appro-
priate Hartree-Fock energy expressions into Eq. 1:

Ii ¼ E Xi
þð Þ þ E e�ð Þ � E Xð Þ; ð1Þ

E(X) and E(Xi
+) are the energies of X and the positive ion

formed by the loss of an electron from 8i, the ith canonical
Hartree-Fock orbital. This leads to,

Ii � "ij j; ð2Þ
where εi is the energy of an electron in 8i. Equation 2 is
based upon a major assumption: that the occupied orbitals
of X are unaffected by the removal of an electron from 8i.

P. Politzer (*) : J. S. Murray
CleveTheoComp,
1951 W. 26th Street, Suite 409,
Cleveland, OH 44113, USA
e-mail: ppolitze@uno.edu

F. A. Bulat
Naval Research Laboratory, Washington DC 20375,
under contract from Global Strategies Group (North America) Inc,
Crofton, MD 21114, USA

J Mol Model (2010) 16:1731–1742
DOI 10.1007/s00894-010-0709-5



Koopmans’ theorem provides some support for this, by
assuring the stability of φi itself [4, 5]. Nevertheless it is
clearly unrealistic to treat the formation of the positive ion
as unaccompanied by electronic/structural relaxation.

Equation 2 does benefit from a fortuitous partial
cancellation of errors: The Hartree-Fock neglect of electronic
correlation makes both E Xi

þð Þ and E(X) too high, but more
so the latter because X has more electrons. However this is
offset to some extent by not taking account of the relaxation
of Xi

þ, which increases E Xi
þð Þ. Thus Eq. 2 might be a

reasonable approximation. When it is written for the
highest-energy orbital in a molecule, it becomes,

I1 � "HOMOj j ð3Þ

in which I1 is the first ionization energy and εHOMO refers
to the highest occupied molecular orbital (HOMO) energy.

How accurate are Eqs. 2 and 3? Eq. 3 is a reasonably
satisfactory approximation. For a group of monosubstituted
benzenes, we found the Hartree-Fock/6-31+G(d,p) "HOMOj j
to correlate well with experimental first ionization energies
(R2=0.972) and to be within about 0.1 eV of them [6]. For
another set of 12 molecules of different types, the HF/6-
31G(d) reproduce I1 to within an average 0.7 eV [7]. For
these molecules, the Hartree-Fock "ij j are generally larger
than the experimental Ii, and the deviations tend to be
greater for the lower-lying valence orbitals, i.e., Eq. 2; the
average absolute error is 0.9 eV for the two highest, but
2.2 eV for the lower ones. Increasing the basis set to 6–31
+G(d,p) actually makes the results slightly worse.

We digress briefly here to mention that the procedure
used to reach Eq. 3 is sometimes invoked to justify,

A � �"LUMO ð4Þ

where A is the molecule’s electron affinity and εLUMO is the
energy of the lowest unoccupied molecular orbital
(LUMO). As pointed out by Cramer [8], the partial
cancellation of errors that helps Eqs. 2 and 3 does not
occur for Eq. 4; neglecting correlation and the relaxation of
the negative ion that is formed both increase the energy of
the latter relative to the neutral molecule, and the error in A
is thereby amplified.

Returning to electronic ionization energies, the wide-
spread utilization of Kohn-Sham density functional meth-
odology [9, 10] makes it relevant to inquire as to the
applicability of Eqs. 2 and 3 to Kohn-Sham orbital
energies. There have been extensive theoretical analysis
and discussion of this issue [11–20]. Janak’s theorem [21]
is often invoked to argue that Eqs. 3 and 4 are rigorously
correct in exact Kohn-Sham theory, but that nothing is
certain with regard to the other orbital energies; see, for
example, Jellinek and Acioli [19]. Perdew and Levy

showed that the same conclusion can also be reached by
another route [15]. A somewhat different viewpoint is that
Eq. 2 is approximately valid for all Kohn-Sham orbital
energies when computed at a sufficiently high level [13, 17,
18, 20]. Using very accurate Kohn-Sham potentials, Chong
et al. found that the Kohn-Sham orbital energies approximate
well the adiabatic ionization energies of the outer valence
orbitals [17], a great improvement over Hartree-Fock and
conventional density functional values. The connection
between vertical ionization energies and occupied orbital
energies is through the requirement that the Kohn-Sham and
the exact electronic densities are identical, and is embodied
primarily in the response term of the Kohn-Sham potential
[22]. (This term was later used by Bulat et al. [23] to
approximately relate Kohn-Sham average local ionization
energies to those computed within Hartree-Fock theory.)

What is observed in general practice with respect to
Kohn-Sham orbital energies? The general trend that we
have found [6, 7], for three hybrid exchange/correlation
functionals–B3PW91, B3LYP and B3P86–and two basis
sets–6–31+G(d,p) and 6–311++G(3df,3pd)–is,

"ij j; Kohn� Sham < Ii; experiment < "ij j; Hartree� Fock

ð5Þ

Depending upon the functional used, the Kohn-Sham "ij j
are 2–4 eV less than the corresponding Ii; this is true as well
for εHOMO. For the monosubstituted benzenes mentioned
above, Kohn-Sham B3P86/6–31+G(d,p), like Hartree-Fock,
give a very good correlation with experimental I1 (R2=
0.968), but are about 2 eV smaller in magnitude [6],
probably due to the incorrect long-range behaviour of the
exchange-correlation potential. For the 12 diverse molecules,
the Kohn-Sham "ij j are considerably below the measured Ii,
but the deviations show a remarkable uniformity [7], for a
given exchange/correlation functional. For B3PW91/6–31+G
(d,p), for example, the error in 51 of the 57 estimated
ionization energies, for the 12 molecules, is between 2.7 and
3.7 eV. In contrast, 43 of the 57 corresponding Hartree-Fock/
6–31+G(d,p) errors are 0.5 to 3.5 eV, while the other 14 are
even outside of this range.

The fact that the difference between Ii experimental and
"ij j Kohn-Sham is relatively constant (for a particular
hybrid functional) has some significant consequences:

(1) It suggests that the discrepancy is largely systematic,
perhaps indicating that the problem of electronic self-
interaction has not been adequately addressed [24].

(2) The trends in the Kohn-Sham εi should be physically
meaningful, perhaps more so than in the Hartree-Fock
εi, which are more erratic with respect to the Ii.

(3) It should be possible to develop some general
approach for converting the Kohn-Sham "ij j into
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better approximations of the experimental Ii. This has
indeed been explored. Two straightforward procedures
are to scale the Kohn-Sham "ij j [25] or to add a
constant term to them [26]. Another is to vary the
parameters in Becke’s hybrid exchange-correlation
functional [27] so as to optimize a database of "ij j
with respect to the corresponding Ii [28]. For a more
elaborate methodology, and additional discussion, see
Jellinek and Acioli [19].

The average local ionization energy

If ρi(r) is the electronic density of orbital 8i(r), having
energy εi, and the total electronic density is ρ(r), then the
average orbital energy at the point r is,

" rð Þ ¼
P
i
ri rð Þ"i
r rð Þ : ð6Þ

The summation is over all occupied orbitals. If Eq. 2 is
assumed to be valid, then Eq. 6 can be rewritten as,

I rð Þ ¼
P
i
ri rð Þ "ij j
r rð Þ : ð7Þ

I rð Þ is the average local ionization energy at r. The relationship
of Eq. 6 to Eq. 7, which had been introduced earlier [1], was
pointed out by Nagy et al. [29, 30]. The product of the orbital
energy εi and its density ρi(r) is a single-particle energy
density; this is easily seen by multiplying the single-particle
Hartree-Fock (or Kohn-Sham) equations by the complex
conjugates of the orbital amplitudes [23]. Thus the numer-
ators of both Eqs. 6 and 7 can be viewed as energy densities.
Division by the total electronic density then yields an
average–per electron–local ionization energy, Eq. 7.

As was explained in Sect. 1, I rð Þ was introduced as a guide
to molecular reactivity. The straightforward rationale given
above for Eq. 7 is fully consistent with this use of it, which
shall be discussed in detail in a later section. It is noteworthy,
however, that the expression on the right side of Eq. 7 has
also appeared, quite some time ago but without any attention
being drawn to it, in both Hartree-Fock [31] and Kohn-Sham
[32] formalisms relating to local kinetic energy density, t(r).
Eq. 7 also appears naturally in computing the Kohn-Sham
potential; for an example, see van Leeuwen and Baerends [33].

The kinetic energy density t(r) is of interest in
connection with kinetic energy functionals and also because
it has been used to define local temperature, T(r), by means
of Eq. 8 [32],

t rð Þ ¼ 3

2
r rð ÞkT rð Þ ð8Þ

in which k is the Boltzmann constant. More recently, Ayers
et al. [34] and Bulat et al. [23] have explicitly linked T(r)
and I rð Þ. For example, within the framework of Kohn-
Sham theory, Bulat et al. obtained,

3

2
kT rð Þ þ V rð Þ þ nXC rð Þ ¼ �I rð Þ: ð9Þ

In Eq. 9, V(r) is the electrostatic potential at r due to the
nuclei and electrons of the system:

V rð Þ ¼
X
A

ZA
RA � rj j �

Z
r r0ð Þdr0
r0 � rj j ð10Þ

where ZA is the charge on nucleus A, located at RA. The
quantity νXC(r) in Eq. 9 is the exchange/correlation
potential, the derivative of the exchange-correlation func-
tional with respect to the electronic density. A notable
feature of Eq. 9 is that it links two local properties–I rð Þ and
V(r)–that are effective complementary indicators of molec-
ular reactive behavior; this will be discussed in Sect. 7. An
alternative way of writing Eq. 9, making use of Eq. 8, is

t rð Þ
r rð Þ þ ns rð Þ ¼ �I rð Þ; ð11Þ

where we have collected all potential terms in νs(r). The
average local ionization energy can therefore be viewed as
what is needed to overcome the local excess of potential
over kinetic energy.

As has been discussed on several occasions [30–35], t(r)
is not unambiguously defined, and therefore neither is T(r).
In deriving Eq. 9, Bulat et al. took t(r) to be [23],

t rð Þ ¼ � 1

2

X
i

ϕ
»

i rð Þr2ϕi rð Þ: ð12Þ

Another possibility is [30],

t rð Þ ¼ 1

8

X
i

rri rð Þ � rri rð Þ
ri rð Þ � 1

8
r2r rð Þ ð13Þ

or simply,

t rð Þ ¼ 1

8

X
i

rri rð Þ � rri rð Þ
ri rð Þ : ð14Þ

Note that all three definitions of t(r) integrate to the same
quantity, the system’s kinetic energy. The choice is thus one
of preference, although arguments have been given in favor
of Eq. 14 [34] because it corresponds to a positive local
kinetic energy density for all systems.

Nagy et al. have compared 3
2 kT rð Þ and I rð Þ for several

atoms (Be, C, O, Ne, Ar and Kr) and some first-row
molecules (CO, O2, CO2, C2H2, C2H4 and HCN) [29, 30];
they used Eq. 13 to define T(r). The quantities 3

2 kT rð Þ and
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I rð Þ were found to be of the same order of magnitude and
showed, for the atoms, similar radial behavior, decreasing in a
stepwise manner with increasing distance from the nucleus.
Approximately parallel variations were observed in the
molecules as well except in the directions perpendicular to
the bonds at their midpoints, in which I rð Þ usually diminishes
gradually while 3

2 kT rð Þ has maxima and minima.
We end this section by mentioning a remarkable property

of I rð Þ: It is invariant to unitary transformations of the
orbitals [23], although this would seem unlikely from its
definition in terms of canonical orbitals, Eq. 7. This
suggests a deeper relation between I rð Þ and the total
electronic density ρ(r), confirmed by the fact that within
the Kohn-Sham formalism [through Eq. 9] it can be defined
as a functional of ρ(r) without explicit reference to orbitals.

Atomic shell structure

The preceding discussion leads in a natural manner to the
important issue of shell structure in atoms, which is the
basis for the periodicity in their properties. There have been
extensive efforts to find a functional representation of shell
structure, with some interesting results. Before going into
these, we want to point out that there are really two issues
here: (a) Can some criterion be established that places each
shell boundary between the correct pair of atoms, i.e., He/
Li, Ne/Na, etc.? (b) Will the integrated occupancies of the
shells correspond to what is predicted by the periodic table?
The focus of the work to be described has been upon issue
(a); the occupancies generally begin to deviate from the
expected values when the transition elements are encoun-
tered, even if (a) is satisfied, because the interpenetration of
subshells becomes increasingly significant [36].

The electronic density of an atom, which we take to be
spherically-averaged so that ρ(r) = ρ(r) [37], decreases
monotonically with radial distance from the nucleus [38–40]
and gives no indication of shell structure. The radial density,
4πr2ρ(r), does go through maxima and minima [40–46], as
does the Laplacian also, r2r rð Þ [46–49]; most studies have
found that the minima satisfactorily identify the K, L and L,
M shell boundaries but not the subsequent ones. However
Sen et al. have obtained shoulders in radial densities at the
proper locations for the higher shell boundaries by using (a)
numerical Hartree-Fock [44] and (b) Hartree [45] electronic
densities. The latter study led to the conclusion that atomic
shell structure has a purely electrostatic basis.

On the other hand, it has been demonstrated that shell
structure is successfully reproduced, even for the heavy atoms,
by functionals that involve t(r)/ρ(r) [29, 31, 35, 50, 51]; t(r)
may be given, for example, by Eq. 11 or Eq. 13. Since t(r)/
ρ(r) ∼ T(r), Eq. 8, this suggests a fundamental relationship
between atomic shell structure and local temperature.

As noted in section 3, I rð Þ and T(r) show similar
behavior for atoms [29, 30]; thus it is to be expected that
I rð Þ will also reflect shell structure. This was shown already
in 1991 [52], without being aware of any link to T(r) or t(r)/
ρ(r). When I rð Þ is plotted against radial distance from the
nucleus, it decreases in a roughly stepwise fashion, with
regions of slow and rapid variation alternating. This can be
seen in Fig. 1 for neon, argon, krypton and xenon,
computed with the numerical exact-exchange Kohn-Sham
scheme of Talman and Shadwick [53, 54]. The inflection
points in the radial plots of I rð Þ delineate the shells [see
Fig. 1], usually quite accurately.

Finally, it is notable that the quantity V(r)/ρ(r) also
exhibits shell structure [55]. This is especially interesting
because both V(r) and ρ(r) decrease monotonically from the
nucleus [39], yet their ratio goes through maxima and
minima, the former serving to indicate shell boundaries
[55–57]. Sen et al. have labeled V(r)/ρ(r) the average local
electrostatic potential [56, 57].

V(r)/ρ(r) plays a rather intriguing role in the analysis of
atomic shell structure. Ghosh and Balbás used the Euler
equation to show a connection between V(r)/ρ(r) and the
functional derivative of the kinetic energy [31]:

1

r rð Þ
dT r½ �
dr

¼ � V rð Þ
r rð Þ þ m� nxc rð Þ½ �

r rð Þ : ð15Þ

In Eq. 15, μ is the chemical potential. The quantity on the
left side of Eq. 15, like V(r)/ρ(r), shows shell structure [31].
However it has been observed [55] and later proven
analytically [56] that the maxima of V(r)/ρ(r) coincide with
the minima of the radial density, 4πr2ρ(r). Thus there is a link,

Fig. 1 Plot of (scaled) average local ionization energy against radial
distance to the nucleus for atoms neon (red solid line), argon (green
segmented line), krypton (blue dotted line), and xenon (black dotted-
segmented line). The inflection points mark the boundaries between
successive shells
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through V(r)/ρ(r), between the electronic density and the
local kinetic energy approaches to atomic shell structure.

Electronegativity

The concept of electronegativity is certainly an important
and very useful one, but unfortunately it does not pertain to
a physical observable, and cannot be determined experi-
mentally. Historically, the name of Pauling has been closely
associated with electronegativity [58, 59], although the idea
goes back at least to Berzelius, nearly a century earlier [60].
Pauling viewed electronegativity as “the power of an atom
in a molecule to attract electrons to itself.” [59], and he
devised a scale of relative values based upon the estimated
degrees of ionicity in heteronuclear covalent bonds.

Over the years, numerous other approaches to quantify-
ing electronegativity have been proposed; these have been
reviewed on several occasions [60–65]. The situation
became such that Iczkowski and Margrave remarked,
already in 1961, that “there is some confusion as to what
physical picture corresponds to the term electronegativity”
[66]. As they pointed out, there was not even agreement as
to its units!

In 1978, Parr et al. sought to provide a rigorous basis for
electronegativity (χ) by equating it to the negative of the
electronic chemical potential μ [67]:

# ¼ �m ¼ � @E

@N

� �
n rð Þ

; ð16Þ

E is the electronic energy of an N-electron system in an
external potential ν(r), which is usually that of the nuclei. An
obvious issue with Eq. 16 is the validity of differentiating with
respect to a quantity that can have only integral values [68, 69].
This has been addressed with considerable ingenuity [7, 70].

Equation 16 can be converted into a more tractable
expression for χ by making one of three assumptions [65,
70–74]:

(a) The derivative in Eq. 15 can be treated by a finite-
difference approximation.

(b) E is a quadratic function of N.
(c) E(N) can be expanded as a Taylor series around N0,

the number of electrons in the ground-state system,
and truncated after the second-order term.

Any one of these assumptions, which have been
analyzed elsewhere [65, 73, 74], will lead to,

# � 0:5 I1 þ Að Þ ð17Þ

As in Sect. 2, I1 and A are the first ionization energy and
the electron affinity of the system. Since Eq. 16 stipulates
that ν(r) should be held constant, the vertical I1 and A

should be used in Eq. 17; however this restriction is often
ignored and adiabatic values are inserted. This is an
important point; only if ν(r) is constant is it valid to treat
E as a function of N alone [67]. Electronegativities obtained
with Eq. 17 and measured I1 and A are sometimes
described as “experimental values.” This is wrong; electro-
negativity is not a physical observable, no matter what the
sources of the data from which it is calculated.

Equation 17 is commonly applied to molecules as well
as to atoms, which poses another problem: what is meant
by the electronegativity of a molecule? It is certainly far
afield from how Pauling and his contemporaries as well as
many current experimentalists understand the term, as
focusing upon an interacting atom. It can indeed be argued,
as have Pearson [75] and Allen [76], that there should be
separate scales for χ and μ. (There is no problem with
extending μ to molecules.)

There is also the practical issue with Eq. 16 that it gives
some electronegativities that are greatly at variance with
chemical experience. For example, some relative values
predicted by Eq. 17 are: Cl > O, Cl >> N, Br ∼ O and Br > N
[70].

Allen et al. have introduced an atomic property, now
called the “configuration energy” (CE), which was pro-
posed as a measure of electronegativity [77–79]. The CE is
the average ionization energy of the valence electrons of the
free atom; thus, for the non-transition elements,

CE ¼ ns"s þ np"p
ns þ np

: ð18Þ

In Eq. 18, ns and np are the numbers of s and p valence
electrons and εs and εp are the differences in the multiplet-
averaged total energies of the atom and its appropriate
positive ion in their ground states, to be obtained
spectroscopically.

The CE resulting from Eq. 18 were shown to be
consistent with various physical and chemical properties
[77], and to correlate well with up-dated Pauling electro-
negativities [80] as well as the well-regarded ones of Allred
and Rochow [81]. In extending Eq. 17 to transition
elements, however, identifying the valence electrons can
become ambiguous [78, 79] and there is the problem of
interpenetration of subshells [36] (which can also be
significant for non-transition elements).

We have shown that these problems can be avoided,
while still remaining true to Allen’s concept, by working in
terms of the average local ionization energy [82]. I rð Þ is
constant on any spherically-averaged surface of an atom
[37], and if that surface is sufficiently far from the nucleus,
then–as per section 2� I rð Þ will be an approximation to the
average ionization energy of the valence electrons, i.e.,
Allen’s configuration energy, CE.
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Bader et al. have proposed that the surface of an atom or
molecule can reasonably be taken to be the 0.001 au
(electrons/bohr3) contour of its electronic density [83]; this
typically encompasses roughly 98% of its electronic charge.
As was discussed in the preceding section, I rð Þ does
delineate the boundaries of atomic shells [52], and the radii
of the ρ(r) = 0.001 au surfaces confirm that they fall within
the outermost (valence) shells [82]. We use the label IS rð Þ
for I rð Þ computed on the surface of an atom or molecule.

When the IS rð Þ on the ρ(r) = 0.001 au surfaces of the
atoms H–Kr were plotted against Allen’s CE, the R2 was
0.976 for the non-transition elements [82]. As mentioned
above, the transition elements pose problems for Allen’s
methodology [78, 79]. When they were included in the
correlation, R2=0.959 [82].

We suggest that the IS rð Þ on ρ(r) = 0.001 au atomic
surfaces provide an easily-determined and effective mea-
sure of relative electronegativities. It has the good feature of
Allen’s approach, in accord with chemical experience, but
(a) there is no need to identify and enumerate valence
electrons, and (b) since IS rð Þ is obtained by summing over
all occupied orbitals, any interpenetration of subshells is
automatically taken into account.

Local polarizability/hardness

Polarizability, hardness and charge capacity are closely-
related properties, and are in turn linked to electronegativity.
However only polarizability (α) is a physical observable; it is
a tensor quantity that determines (to first order) how a charge
distribution will be affected (polarized) by an external
electric field ε [84, 85]. Specifically, a dipole moment will
be induced, given by,

μind ¼ α � ε: ð19Þ
In the present context, our interest is in the scalar

(average) polarizability, obtained by diagonalizing the 3×3
Cartesian tensor matrix:

a ¼ αh i ¼ 1

3
axx þ ayy þ azz

� �
: ð20Þ

Polarizability is of fundamental importance in both
covalent and noncovalent interactions, although it is
sometimes invoked under other names. For example, in
1963 Pearson introduced the hard/soft acid/base theory as
an empirical means of rationalizing a great deal of known
reactive behavior [86, 87]. Hardness and softness simply
correspond to low and high polarizability, respectively.
Also in the mid-1960s, Huheey was developing the concept
of charge capacity, which is a measure of how much an
atom’s electronegativity changes as it gains or loses
electronic charge in the process of forming a molecule

[88, 89]. The charge capacity indicates how well an atom
adapts to gaining or losing electronic charge–which reflects
its polarizability. Correlations and explicit relationships
between polarizability, hardness/softness, and charge ca-
pacity have indeed been developed [74, 90–94]. The greater
is the polarizability, the greater is the charge capacity and
the lower is the hardness. It should be noted that
polarizability and hardness are readily applicable to
molecules and chemical groups as well as atoms, while
charge capacity was established in the context of groups
and atoms. Since charge capacity and hardness are
essentially the inverse of each other [74, 90], the following
discussion will focus only upon polarizability and hardness.

How does the average local ionization energy come into
this? It is long known that polarizability correlates well
with volume, α ∼ V, for both atoms and molecules [95–
100]. For atoms (but not molecules), it has also been shown
to be inversely related to the first ionization energy [52, 97,
101, 102], although this may simply reflect the inverse
variation of I1 with atomic size.

However since it is the least tightly-held electrons that
are most affected by an electric field (i.e., are most
polarizable) [103, 104], it seems reasonable that polariz-
ability in general should depend at least to some extent
upon ionization energy. This has been confirmed. For a
representative group of 29 molecules, the α ∼ V correlation
had R2=0.960; this improved to 0.984 when the average
value of IS rð Þ on the ρ(r) = 0.001 au molecular surface was
introduced: a � V=IS;ave [100]. The root-mean-square error
decreased from 0.76 to 0.48 Å3. We have further demon-
strated that the quantity V=IS;ave can be used to estimate the
polarizabilities αi of components of molecules, e.g., atoms
and groups [105, 106]. These can then be combined to
predict molecular values,

a �
X
i

ai: ð21Þ

Polarizability is not uniform throughout a molecule. As
mentioned above, the most loosely-held electrons are
expected to be the most polarizable [103, 104], e.g. π
electrons and lone pairs. We have proposed that the average
local ionization energy I rð Þ be viewed as an inverse
measure of local polarizability α(r) [52, 100, 107]; the
higher is I rð Þ, the lower is α(r). The volume of the overall
system should now not be a factor, because only equal
increments of volume, dr, are being compared. Evidence
supporting an inverse a rð Þ � I rð Þ relationship has been
presented [100]; for example, the regions of lowest I rð Þ in a
group of molecules coincide with the largest components of
their experimental polarizabilities.

Proceeding to hardness η, this was originally intro-
duced by Pearson as an empirical concept [86, 87].

1736 J Mol Model (2010) 16:1731–1742



However he and Parr later gave it a quantitative form
[108]:

h ¼ 1

2

@2E

@N2

� �
n rð Þ

: ð22Þ

Analogously to χ (or μ), this can be converted to,

h ¼ 0:5 I1 � Að Þ ð23Þ
by making one of the three assumptions given in relation to
Eq. 16. Equations 22 and 23 face the same issues as do
Eqs. 16 and 17, except that hardness (and chemical potential)
can be extended to molecules with no conceptual difficulty,
unlike electronegativity. However the evaluation of molecu-
lar hardness via Eq. 23 can be questioned [69]. We have
accordingly proposed an alternative route to quantifying
hardness, in terms of polarizability–which in turn will lead to
the average local ionization energy!

Hardness has been linked inversely to polarizability ever
since the former was introduced [70, 86, 87, 90–94].
However, while η calculated by Eq. 23 does correlate with
α for atoms, η ∼ α−1/3 (R2=0.868) [73], this is much less
the case for molecules (R2=0.684) [74].

We have suggested that hardness be formulated in terms
of an inverse cubic relationship with polarizability, but
using V=IS;ave for the latter (shown above to be an effective
representation of α). Thus, our operational definition of
relative hardness is [74],

hrel ¼ IS;ave
V

� �1=3
: ð24Þ

Just as with polarizability, Eq. 24 allows relative
hardnesses ηi to be determined for components of mole-
cules. Then a molecular value can be obtained by,

hrel ¼
X
i

1

hreli

� �3
" #�1=3

: ð25Þ

Reactivity

We come now to the use of I rð Þ in analyzing and predicting
reactive behavior. For this purpose it is normally computed
on the surface of the molecule of interest, i.e., IS rð Þ [109],
since this is what an approaching reactant encounters.
Examples of IS rð Þ computed with the WFA code and
Surface Analysis Suite [109] at the B3PW91/6–31G(d,p)
level (unless otherwise stated) are shown in Figs. 2, 3, 4
and 5, and will be discussed in this section. The surface is
typically taken to be the 0.001 au contour of ρ(r) [83], but
the qualitative features of IS rð Þ are the same for other outer

contours of ρ(r) [1, 6, 109]. Of primary interest are the
magnitudes and locations of the lowest values of IS rð Þ, the
local minima IS;min. These reveal the least tightly-held, most
reactive electrons, which should be the sites most vulner-
able to electrophilic or to free radical attack. Overall, these
expectations have been confirmed, as shall be seen. (There
are some indications that the local maxima of IS rð Þ may
play an analogous role with respect to nucleophiles [109],
but this needs to be further investigated.)

Another local property that has often been used in relation
to reactivity is the electrostatic potential V(r), defined by
Eq. 10 [110–113], and related to I rð Þ through Eq. 9. In this
context, it is also frequently evaluated on the molecular
surface, i.e., VS(r) [109]. It is the most negative and the most
positive VS(r), the VS,min and VS,max, that are relevant to the
approach of electrophiles and nucleophiles, respectively.

Reaction with an electrophile can involve several factors,
and it may sometimes not be possible to characterize it in
terms of a single descriptor. Acid/base behavior is a good
example. This involves the interaction of a base with a
proton; therefore it is the IS;min and VS,min of the basic site
that are relevant. For instance, to correlate and predict the
pKa of a group of carboxylic acids, R-COOH, what is
needed are the IS;min and VS,min of the carboxylate anions,
R-COO−. Apart from any structural changes, two key
factors are (a) the electrostatic attraction between the proton
and the base, which is indicated by the VS,min of the latter,
and (b) how readily can the base share electronic charge
with the proton, i.e., the IS;min of the base. The more
negative is VS,min and the lower is IS;min, the stronger will
be the base-H+ interaction and hence the less acidic will be
the conjugate acid and the higher its pKa.

When comparing basic sites that are in the same row of
the periodic table (corresponding, for example, to carbon or
nitrogen acids, carboxylic and other oxoacids, azines,
azoles, etc.), the VS,min are likely to be roughly similar,
and so the IS;min are the dominant factor. It is then possible
to obtain good correlations between IS;min and pKa,
protonation enthalpy and substituent constants (e.g.,
Hammett, Taft) [114–116]. When the basic sites are in
different rows, however, VS,min becomes markedly less
negative with the significant increases in atomic size
(especially first to second row), which is in accord with the
increasing acidity, while IS;min changes relatively little [117].
For instance, it is VS,min that correctly predicts the pKa to
decrease in going from H2O to H2S to H2Se. It is accordingly
necessary to take both IS;min and VS,min into account. For the
nine hydrides in the first three rows of Groups V–VII, both
pKa and enthalpy of protonation were found to be expressed
well by relationships of the form of Eq. 26 [117], in which
IS;min and VS,min play complementary roles.

pKa or ΔHprot

� � ¼ aIS;min þ bVS;min þ g: ð26Þ
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However when the focus is upon a single type of basic
site in different molecular environments, as in correlating
the pKa of variously-substituted anilines [118] or phenols
(i.e., phenolate anions [119]), then either IS;min or VS,min is
sufficient.

On the other hand, for electrophilic attack on mono-
substituted benzene derivatives, C6H5X, it is only IS rð Þ that
is reliable [1, 6, 116, 120]. VS(r) can be quite misleading.
The most negative VS,min is frequently near the substituent
X (e.g., when X = NH2, OH, F, Cl, NO2 [120]), with a
weaker negative VS(r) above and below the ring. The latter
is due to the π electrons and does not favor any particular
carbon. VS(r) therefore incorrectly predicts interaction with
an electrophile to occur at X. In contrast, the lowest IS;min
are associated with the ring carbons, and are fully
consistent with the known ortho-and para-or meta-directing
tendencies of each substituent [1, 6, 116, 120]. This can be
seen very clearly in the computed IS rð Þ for anisole (X=
OCH3) and benzoic acid (X=COOH) in Fig. 2. (IS rð Þ is
even in agreement with the unusual meta/para combination
observed for the NH3

+ group [1].) Furthermore, comparison
with the carbon IS;min of benzene indicates correctly in each
case whether the substituent activates or deactivates the ring
toward electrophilic substitution. For example, the IS;min of
anisole and benzoic acid, shown in Fig. 2, are 0.4 eV less
and greater, respectively, than that of benzene.

Thus, while electrostatics may initially draw an electro-
phile to X, the energetics of electron transfer are determin-
ing and dictate that reaction will occur at the ring carbons.
An exception is aniline, in which the NH2 has an IS;min
comparable to those of the ring carbons [4], and protonation
of the nitrogen has indeed been observed [121]. In some
instances, such as furan and pyrrole, the function of the
negative VS(r) appears to be to bring the electrophile into

the vicinity of the site with the lowest IS;min [120], another
example of IS rð Þ–VS(r) complementarity. Heterocyclic
molecules are discussed in greater detail by Bulat et al.
[122]. A particularly noteworthy finding is that in some
instances the site of the lowest IS;min in a molecule (most
often nitrogen-containing) is not associated with the
HOMO. This underscores the limitations of the frontier
molecular orbital approach to reactivity, and the advantage
of IS rð Þ in that it considers contributions from all of the
occupied orbitals. (Note, also, that a link between I rð Þ and
the Fukui function has been discussed [123].)

IS;min are not limited to atomic sites; they are also
associated with localized buildups of electronic charge in
bond regions. Thus there are IS;min above and below the
midpoint of the double bond in ethylene [124], but not the
C-C bonds in benzene, in which the π electrons are
delocalized [1, 6, 120]. Good examples are the polycyclic
aromatic hydrocarbons, such as the infamous carcinogen
benzo[a]pyrene (1). It has long been recognized that the C-
C bonds in these molecules are not all equivalent [125].
This can be seen from the crystallographic C-C bond
lengths; for a given molecule, these cover a range of 0.1 Å
or more, between approximately 1.35 and 1.45 Å [126]. For
comparison, the C-C distances in ethylene and in benzene
are 1.339 and 1.399 Å, respectively [80]. There are
invariably IS;min above and below the shortest C-C bonds
in the polycyclic aromatic hydrocarbons [126], reflecting
their near-double-bond characters. In 1, they are, as
indicated by dots, above and below bonds 1–2, 6–7, 9–
10, 11–12 and 16–20. The lowest of these IS;min are those of
bonds 1–2 and 6–7, as can be seen very clearly in Fig. 3;
these were formerly labeled K regions, and were viewed as
relatively electron-rich reaction centers involved in tumor-
igenesis [127–129].

Fig. 2 Average local ionization energy on the molecular surfaces of
(a) anisole and (b) benzoic acid. The colors correspond to the
following range of values, in eV: Red > 12.4 > Yellow > 9.7 > Green

>9.1 > Blue. The light blue dots on the molecular surface indicate the
locations of the IS;min. The lowest IS;min for anisole and benzoic acid
have values of 8.8 and 9.6 eV, respectively
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Consistent with IS;min being associated with double bond
character is that they are found near the midpoints of the
strained C-C bonds in three-membered rings of hydro-
carbons, e.g., 2 [shown in Fig. 4a] and 3 [124]; these bonds
are known to have some olefin-like reactive properties
[130–133]. However the C-C bonds in four-membered
hydrocarbon rings (e.g., 4 and 5) do not have IS;min [124].
In 6, the bonds at the ends which are parts of three-
membered rings do, but the connecting ones do not.

These observations are relevant to the past controversy as
to whether there is a bond between the two central carbons in
[1, 1, 1]propellane 7 [133, 134]. If there were, then the
molecule would have three three-membered rings, and the C-
C bonds would be expected to have IS;min. However the only
IS;min found are to the outsides of the central carbons, as
shown in the structural drawing of 7 and Fig. 4b. This
supports our earlier argument that there is no central C-C
bond, and that the molecule instead has biradical character
[135], for which experimental evidence is cited.

This brings us back to the polycyclic aromatic hydro-
carbons, in which there are also IS;min by some of the

carbons [126], e.g., positions 3, 5 and 8 in benzo[a]pyrene,
1; see Fig. 3. We again interpret them as denoting some
degree of radical character, which agrees with a variety of
laboratory observations. For instance, NMR analyses show
carbons 3, 5 and 8 to be the most reactive in 1 [136]; they
are known to be the sites of quinone formation [137].

From polycyclic aromatic hydrocarbons, it is a short step
to graphene and then to carbon nanotubes, which can be
viewed as graphene rolled up in various ways [138–140].
IS rð Þ has been computed for graphene [141] and for
different carbon nanotubes [142–144], as well as some
other compositions [142, 143]. In general, there is an IS;min
above each carbon, as in benzene. However the magnitudes
tend to be lower for carbon nanotubes than for benzene or
graphene, indicating that the curvatures of the tubes
increase reactivity. For a (5,5) carbon nanotube with a
Stone-Wales defect (in which four carbon hexagons are
replaced by two 5-membered-and two 7-membered rings),
the IS;min have been shown to correlate with computed
hydrogen and fluorine atom chemisorption energies at the
various carbon sites [144]. The most reactive carbons are
those shared by 5-, 6-and 7-membered rings.

A remarkable feature of (n,0) carbon nanotubes in
particular is their ability to transmit electronic perturbations
throughout their lengths [143, 145, 146]. This has been
observed for both IS rð Þ and VS(r): seemingly small
perturbations at one end propagate through the tube and
result in striking gradations of both of these properties
along the tube’s length. The rather weak VS(r) and
uniformly grid-like IS rð Þ of unsubstituted (hydrogen termi-
nated) carbon nanotubes [147, 148] change dramatically
upon substitution at either (or both) ends [143, 145, 146,

Fig. 3 Average local ionization energy on the molecular surface of
benzo[a]pyrene (1). The colors correspond to the following range of
values, in eV: Red > 11.8 > Yellow > 9.8 > Green > 9.1 > Blue. The
light blue dots on the molecular surface indicate the locations of the
IS;min with values smaller than 10.0 eV
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149]. For example, replacing one terminal hydrogen atom
by an NH2 group results in rather low IS rð Þ values at that
end, with the perturbation propagating through the tube and
leading to higher values at the opposite end, as seen in
Fig. 5. For the electrostatic potential, analogous behavior is
observed. This characteristic of (n,0) nanotubes has been
related to the fact that they alone possess a large number of
bonds parallel to the tube axis.

Summary

In this review, we have sought to convey an appreciation of
the various significant aspects of the average local
ionization energy, I rð Þ. It is linked to the kinetic energy

density and is able to reproduce atomic shell structure; it is
an effective measure of electronegativity, and provides a
means of quantifying local polarizability and hardness.
These features underscore the fundamental role of I rð Þ as a
descriptor of electronic behavior. Finally, IS rð Þ is, in
conjunction with the electrostatic potential, a very useful
guide to molecular reactivity. An indication of the growing
recognition of the importance of I rð Þ is its increasing
incorporation into software packages, e.g. the WFA Surface
Analysis Suite [109].

We concluded our previous review of I rð Þ with the
statement “Thus, there remains much to be investigated!”
[3]. As with any active and productive research area, that
statement continues to be true. The fact that I rð Þ can be
expressed as a functional of the electronic density, with no

Fig. 4 Average local ionization energy on the molecular surfaces of
(a) cyclopropane (2) and (b) propellane (7). The colors correspond to
the following range of values, in eV: (a) Red > 12.0>Yellow > 11.5>
Green > 10.9>Blue. (b) Red > 12.0>Yellow > 11.0>Green>8.0>
Blue. The light blue dots on the molecular surfaces indicate the
locations of the IS;min. The view of cyclopropane is through the axis

joining the midpoint of one C-C bond and the third C atom, with the
latter going into the paper; the IS;min seen in the blue region is along
one of the strained C-C bonds. Propellane is shown through the axis
joining the two central carbon atoms; the IS;min seen in the blue region
is associated with one of these central carbons

Fig. 5 Average local ionization
energy on the molecular surface
of a 3-unit cell (6,0) carbon
nanotube substituted on one end
(left) with an NH2 group. The
colors correspond to the follow-
ing range of values, in eV: Red
> 18.0 > Yellow > 14.0 > Green
> 11.7 eV > Blue. The wave-
function was obtained at the HF/
6–31G(d) level. Light blue dots
on the molecular surface indi-
cate the locations of the lowest
IS;min: minima a, b, c, d (on C1,
C2, C3, and C4) at ∼8.5 eV, and
minimum e (on C5) at ∼7.5 eV)
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reference to orbitals, is intriguing and needs to be pursued.
(In this context, it is noteworthy that Ayers and Nagy
included I rð Þ among possible alternatives to the electronic
density as fundamental descriptors of Coulomb systems
[150].) Can IS rð Þ be a diagnostic for nonlinear optical
activity in carbon nanotube systems? Can IS rð Þ be a reliable
indicator of sites for nucleophilic attack? These (and other)
ideas and questions confirm that there does indeed still
remain much to be investigated.
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